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ABSTRACT

Process mining uses event flow information from log files to generate process models for better management and
optimization of target processes. Approximate conformance checking quantifies the deviation of process models from
process logs and is important for process compliance checking, model quality assessment and business process
optimization. Existing approximate conformance checking methods are mainly classified into rule-based methods, token
replay methods, and alignment-based methods. These methods usually rely on known process structures and traditional
machine learning and mathematical statistics knowledge, and cannot adapt to the situation where large-scale logs and
process structures are unknown. The correlation information between different traces is not effectively extracted. The
effect of different length traces on coding sparsity is also not well addressed. To address the above problems, we adopt
machine learning for approximate conformance checking and propose a Mamba-based method MACC. MACC efficiently
improves the approximate conformance checking performance of machine learning based regressors on large-scale system
logs under the scenario of unknown process structure. Specifically, we introduce the feature embedding of Mamba based
classifier on the trace embedding before input into regressor. Mamba is used as the base feature extraction module of
classifier, and TCN is introduced to enhance the fine-grained feature mining capability, which effectively extracts the
correlation information among different traces while maintaining the model recognition rate. Finally, a split-bucket
strategy based on normal distribution is designed to dynamically adjust the length threshold division to reduce the coding
sparsity problem caused by longer traces in fixed-length coding. Comparative experiments are conducted on multiple
machine learning methods and vanilla fitness-obtaining methods, and the proposed method achieves better results with all
metrics on the BPIC2019. Also, multiple ablation experiments are conducted to discuss the effectiveness of the model
structure.  Comprehensive experiments demonstrated the effectiveness of the proposed method.
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1. INTRODUCTION
Online and automation of business processes has become an important way to improve the operational efficiency of
enterprises and reduce costs [1]. However, as the complexity of business processes increases and inter-system interactions
become more frequent, the conformance problem of business processes is becoming more and more prominent, which is
a key factor restricting the efficient operation of enterprises [2]. Process mining techniques can extract actionable process
knowledge and insights from historical execution data. Process discovery algorithms can transform captured event data
into process models, while conformance checking algorithms can check whether process executions recorded in event data
conform to a reference model. The main purpose of conformance checking is to verify that the process executions recorded
in the logs is consistent in the form of a process model.

Existing conformance checking methods are mainly classified into rule-based methods, token-replay methods and
alignment-based methods [3]. Rule-based methods capture the behavior of the model through binary relationships of events
represented by model tasks. It derives rules from the model and checks the compliance of the traces according to the rules
sequentially and measures the conformance with the value of fitness. The token-replay methods perform replay analysis
by executing the events of the process model step-by-step according to the order of the individual events, checking at each
replay step whether the current state of the model satisfies the conditions for executing the corresponding event. But they
often lead to ambiguous or unpredictable results. To address these issues, alignment-based methods have quickly become
the de facto standard conformance checking technique. The alignment-based methods connect each event of a trace to a
sequence of model executions as a way of checking whether the trace conforms to the process rules. However, as the
information system grows larger and more complex, computing alignments becomes time-consuming and memory-
intensive when applied to real, large-scale event data, making it difficult to use in reality. In many large organizations, it
is not necessary to compute the exact alignment between each log behavior and the process model. Instead, an approximate
conformance checking is usually sufficient for adequately analyzing business processes and systems.



Artificial intelligence methods have been applied in various scenarios [4]. The development of machine learning provides
a promising solution to approximate conformance checking. But they still have the following problems:

(1) Considering only the sequence relationships within traces and not the relationships between different traces.

(2) Neglecting the difference between traces of different length intervals, where shorter traces usually correspond to the
beginning of a process and longer traces usually correspond to the end of a process, and their possible execution events
are different.

To address these issues, we introduce machine learning methods in this task and propose MACC. MACC constructs feature
embedding of traces and the feature embedding can be easily transplanted to any machine learning based regressors to
improve approximate conformance checking performance. In order to efficiently mine the correlation information between
different traces, a Mamba based feature extraction module is proposed in MACC. Mamba can maintain linear complexity
and explore deep correlations between different traces. We further introduce TCN to enhance the ability of fine-grained
feature mining. Finally, we designed a split-bucket strategy based on normal distribution, dynamically adjusting the length
threshold partitioning to reduce the encoding sparsity problem caused by longer traces in fixed length encoding.

2. METHOD
The training progress of MACC can be divided into two stages as illustrated in Figure 1. In the first stage, we first modify
the log to mutate it, while obtaining both correct and incorrect traces. Then we use the alignment in pm4py to compute the
fitness of each trace. If the fitness a trace is less than 1, its classification label is marked as 0; otherwise, its classification
label is marked as 1. Then, the logs are length-binned according to the normal distribution binning strategy. We use these
traces and their classification label to train different Mamba classification models for three different buckets. In the second
stage, we input the one-hot encoded traces into the classifier trained in the first stage. And the feature embeddings obtained
by the classifier are added to the embedding of the original trace, the regressor is trained along with the original fitness.
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Figure 1. Workflow of the MACC.

MACC can achieve approximate conformance checking through logs alone, without providing a specific process structure.
The larger the data volume of the provided logs, the better the performance of MACC, which meets the application
requirements of large-scale system logs. The designed split-bucket strategy based on normal distribution can be
dynamically divided by a length threshold, and traces of different lengths are trained with different Mamba models, which
reduces the coding sparsity problem caused by longer traces in fixed-length coding. The designed CCM contains an
improved Mamba feature extraction block [5] and introduces TCN [6] to enhance the fine-grained feature mining capability,
which effectively extracts the correlation information between different traces while maintaining the model recognition
rate.

2.1 Split-bucket strategy based on normal distribution

We devise a split-bucket strategy based on normal distribution (SBS). The strategy first counts the lengths of all traces in
the input log and accumulates the number of traces of the same length. Then, a normal fit is performed according to the
distribution of the number of traces of different lengths to determine the mean λ  and standard deviation ρ  of the overall
distribution. Subsequently, ρλ ∗ and ρλ ,  are selected as the length division thresholds. Then after that, the input logs



are divided into three buckets according to the thresholds, and each bucket contains traces of different length intervals.
Finally, the traces in each bucket are coded uniquely and hotly according to the maximum length respectively, and the
insufficient lengths are filled with zeros.

The above bucket strategy ensures that the lengths are close to the traces to be encoded, and avoids the sparse encoding
problem caused by a large number of filled zeros by encoding shorter traces according to the length of longer traces. At
the same time, as the business process proceeds, the sequence relationships between traces of similar lengths become closer,
and the bucket strategy can also improve the ability of model to detect the conformance of traces of different lengths.

2.2 Mamba based classification model

The structure of the Mamba based classification model is shown in Figure 2. The one-hot encoded traces are first layer
normalized and copied in two copies. One copy goes through the linear layer and then row attention (RA) computation is
performed. Then after that, feature extraction is performed after TCN and nonlinear activation is performed using SiLU
function. Subsequently, feature extraction is performed using SS2D and layer normalization is performed. Another copy
is matrix multiplied with the result of the first copy after passing through a linear layer and SiLU function in turn. Finally,
the final output is obtained by summing with the original input after passing through a linear layer. This progress can be
formulated as (1)-(3).

Figure 2. The structures of the proposed Mamba based classification model.
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Where, I  is the input, O  is the output, 1O  and 2O  is the intermediate result. LN  represents layer normalization, N
represents linear layer, RA  represents row attention calculation, ℘  represents matrix multiplication.

The purpose of designing line attention computation is to extract the correlation information of different sequence sees
while reducing the computational effort. TCN is introduced with the aim of extracting the temporal features encoded in
each trace using causal convolution and dilated convolution therein at different steps and scales. SS2D is introduced with
the aim of achieving global sense field at the cost of linear complexity.



3. EXPERIMENTS
3.1 Experimental details

The hardware environment for our experiments has a GPU of RTX 3060, a processor of Intel i5-13600KF, and a software
environment of Pytorch. The optimizer chosen for the training process is Adaptive Gradient (AdaGrad), the base learning
rate is set to 0.00001, and the learning rate update strategy is CosineAnnealingLR, and the maximum number of training
rounds is 200.The loss function is Cross Entropy Loss, which is the most commonly used loss function in classification
problems. The ratio of training logs and test logs is divided into 7:3. The experiments are conducted using four evaluation
metrics for model assessment, namely Accuracy ( ACC ), Mean Absolute Error ( MAE ), Mean Square Error ( MSE )
and 2R .

3.2 Datasets

The experiments were conducted on Event Graph of BPI Challenge 2019 (BPIC2019). The dataset is available on the
following data open access website: https://data.4tu.nl. BPIC2019 is derived from the purchase order handling process in
60 subsidiaries of a large Dutch multinational company operating in the field of paints and coatings. Information from both
datasets is shown in Table 1. To our knowledge, there are no traces in the logs that do not conform to the real process
model. Therefore, we first obtain the model of the real logs.  Perturbations are added into these traces to generate traces
that do not conform to the process model, and use the alignment technique in pm4py to calculate the fitness of each trace
with respect to the model, which will be used as the dataset for our experiments in this paper. Notably, the classification
model is also trained with these data as illustrated in Section 2.

Table 1.  Information of the two datasets.

Name of datasets Number of events Maximum trace
length

Minimum trace
length

Number of legal
traces

Number of
illegal traces

BPIC2019 16 14 5 21856 10873

3.3 Comparative experiments

MACC is conducted comparative experiments with nine baselines on BPIC2019 to validate its effectiveness, which
includes raw regressor, four machine learning methods, three deep learning classifiers and alignment-based method. Two
regressors, Random Forest (RF) and Multilayer Perceptron (MLP), are chosen to verify the generalization of the classifiers
on different regressors. The results of the comparative experiments are shown in Table 2.

Table 2.  Results of comparative experiments.

Regressor Classifier ACC (%)↑ MAE (10-4)↓ MSE (10-5)↓ R2(10-2)↓

RF

No classification embedding 97.32 54.12 24.36 94.42
KNeighbors [7] 97.66 53.94 24.01 94.01

DecisionTree [8] 98.02 52.86 22.77 92.68
AdaBoost [9] 97.89 53.45 23.68 93.75

GaussianNB [10] 98.16 52.69 22.34 92.13
MLP [11] 98.49 52.23 21.97 91.88

LSTM [12] 98.77 51.98 21.53 91.67
GRU [13] 99.01 51.65 20.99 89.26

MACC 99.21 50.23 20.64 88.15

MLP

No classification embedding 97.42 47.68 20.45 85.78
KNeighbors [7] 97.84 47.01 19.67 85.28

DecisionTree [8] 98.25 45.81 18.04 84.67
AdaBoost [9] 98.03 46.23 18.58 84.99

GaussianNB [10] 98.35 45.35 17.98 84.52
MLP [11] 98.61 44.28 17.52 83.27

LSTM [12] 98.88 43.78 16.88 82.45
GRU [13] 99.12 42.82 16.23 82.18

MACC 99.96 41.23 15.24 81.23



MACC achieved the best values on all four evaluation metrics on the dataset. With the RF regressor, MACC has improved
by 0.20% over the second best classifier on ACC and decreased more on the remaining metrics. With the MLP  regressor,
the MACC has improved by 0.84% over the second best classifier on the ACC and decreased more on the rest of the
metrics. This indicates that the effectiveness of MACC for large-scale structure-unknown process approximate
conformance checking scenarios. Meanwhile, the ACC of MACC improves by 1.89% on the RF regressor and 2.54% on
the MLP regressor compared to not adding classification vectors. At the same time, the results of the deep learning
classifiers are better than the machine learning classifiers in all evaluation metrics, which indicates that the deep learning
classifiers are more effective in the field of large-scale log approximate conformance checking.

We also focus on the global fitness. Here, we use the same setup as [14]. And as illustrated in Fig. 3, four models in [15]
are adopted in the experiment, including single most frequent trance (Model 1), all trace in parallel (Model 2), all transitions
in parallel (Model 3), and flower model (Model 4). These values are compared with different methods from literature:
alignment-based recall [16], behavioral recall [17] and Markovian recall with k=3 [18] and RNN-based recall [14]. The
results can be found in Table 3.

Table 3.  Comparative results on different models.

Models
Alignment-based

recall Behavioral recall Markovian recall RNN-based
recall MACC recall

Model 1 0.85 0.69 (-0.16) 0.72 (-0.13) 0.89 (+0.04) 0.83 (-0.02)
Model 2 1.00 0.90 (-0.10) 0.91 (-0.09) 0.96 (-0.04) 0.97 (-0.03)
Model 3 1.00 1.00 1.00 1.00 1.00
Model 4 0.78 0.84 (+0.06) 0.71 (-0.07) 0.81 (+0.03) 0.81 (+0.03)

MAE 0 0.08 0.07 0.04 0.03

From Table 3, all methods can achieve satisfactory accuracy on short trace model. Especially on Model 3, all methods can
match the alignment-based method. As the length of traces increases, the performance of all methods decreases. But the
proposed MACC achieves the best accuracy across all method. Compared with the state-of-the-art RNN-based fitness,
MACC reduces the MAE by 0.01.
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Figure 3. Models for the experimental setup.

3.4 Ablation studies

In order to verify the validity of the MACC structure, we conducted a total of five ablation experiments on the BPIC2019
dataset, which has a large amount of data. The effect of each structure on MACC is verified by modifying the number of
SBS, TCN, SS2D, and RA structures. The number before each structure indicates the number of structures. The results of
the ablation experiments are shown in Table 3.



Table 3.  Results of ablation experiments.

Name of datasets Methods ACC (%)↑ MAE (10-4)↓ MSE (10-5)↓ R2 (10-2)↓

BPIC2019

0×SBS 97.78 44.46 16.05 83.17

2×SBS 98.72 42.31 15.42 81.98

0×TCN 98.67 42.63 15.63 82.06

0×SS2D 97.52 44.56 16.11 83.64

0×RA 98.34 43.21 15.86 82.75

MACC 99.96 41.23 15.24 81.23

The existing structure of the MACC has achieved the best values on all four metrics on the BPIC2019 dataset. Any
modification to the existing structure has resulted in a decrease in model performance. The model performance degradation
caused by removing SS2D is the most severe, with a 2.44% decrease in the ACC metric. The model performance
degradation caused by removing the SBS is the next worst, with a 2.18% decrease in the ACC metric. Adding an SBS
causes the smallest model performance degradation, with a 1.24% decrease in the ACC metric. It can be seen that the
designed SBS and RA, the introduced SS2D and TCN all affect the performance of MACC to a greater extent. In summary,
the existing MACC structure is the most reasonable.

4. CONCLUTIONS
We propose a novel Mamba based method, MACC, for all regression based business process approximate conformance
checking methods. By adding extra feature embeddings from MACC, approximate conformance checking regressors can
improve their performance compared to vanilla machine learning based methods. But the model is relatively large. The
direction of future research will focus on model compression and acceleration.
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